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Abstract

Background: Presence of interaction between a genotype and certain factor in determination of a trait’s value, it is
expected that the trait’s variance is increased in the group of subjects having this genotype. Thus, test of
heterogeneity of variances can be used as a test to screen for potentially interacting single-nucleotide
polymorphisms (SNPs). In this work, we evaluated statistical properties of variance heterogeneity analysis in respect
to the detection of potentially interacting SNPs in a case when an interaction variable is unknown.

Results: Through simulations, we investigated type I error for Bartlett’s test, Bartlett’s test with prior rank
transformation of a trait to normality, and Levene’s test for different genetic models. Additionally, we derived an
analytical expression for power estimation. We showed that Bartlett’s test has acceptable type I error in the case of
trait following a normal distribution, whereas Levene’s test kept nominal Type I error under all scenarios
investigated. For the power of variance homogeneity test, we showed (as opposed to the power of direct test
which uses information about known interacting factor) that, given the same interaction effect, the power can vary
widely depending on the non-estimable direct effect of the unobserved interacting variable. Thus, for a given
interaction effect, only very wide limits of power of the variance homogeneity test can be estimated. Also we
applied Levene’s approach to test genome-wide homogeneity of variances of the C-reactive protein in the
Rotterdam Study population (n = 5959). In this analysis, we replicate previous results of Pare and colleagues (2010)
for the SNP rs12753193 (n = 21, 799).

Conclusions: Screening for differences in variances among genotypes of a SNP is a promising approach as a
number of biologically interesting models may lead to the heterogeneity of variances. However, it should be kept
in mind that the absence of variance heterogeneity for a SNP can not be interpreted as the absence of
involvement of the SNP in the interaction network.

Background
Genome-wide association (GWA) study has become the
tool of choice for the identification of loci associated
with complex traits. In GWA analysis, the association
between a trait of interest and genetic variation is stu-
died by using thousands of subjects typed for hundreds
of thousands of polymorphisms. Thus several hundred
loci for dozens of complex human disease and quantita-
tive traits have been discovered utilizing this method [1].

However, it has become clear that for most complex
traits, loci discovered using GWA studies currently
explain a small portion of total trait’s heritability and
are not likely to explain all of the heritability of the trait
even with additional new loci discovered using progres-
sively larger sample sizes [2,3]. A number of strategies
that may help discovering the sources of this “missing
heritability” have been suggested [4]. In particular, it
was suggested that exploring more complex genetic
models, such as these accounting for gene-gene (epi-
static) and gene-environment interactions is a promising
approach. In the context of genetics, interactions
refer to a phenomenon when the effect of an allele at a
particular locus changes given the value of another
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(interacting) factor, which may be another allele at the
same locus (e.g. dominance inter-locus interactions), or
alleles at other loci (epistasis) or some other factor
(end- or exogenous environment). However detection of
epistatic and gene-environment interactions is a challen-
ging task. In GWA scans, millions of SNPs are typed
and imputed [5]. Compared to standard analysis of mar-
ginal effects, a direct search for pairs of interacting loci
roughly squares the number of tests to be performed
making this task both computationally and methodologi-
cally difficult. A search for gene-environment interac-
tion, unless there are a priory evidence that particular
environmental factor is highly likely to interact with
genotype, involves search of the interacting environmen-
tal factor throughout the environmental and phenomic
space, again, increasing the number of tests to be per-
formed, and leading to computational and methodologi-
cal challenge.
If a method allowing detection of SNPs potentially

involved in interaction networks based on the SNP and
trait information (but not the information about the
interacting factor(s)) existed, that would provide a sub-
stantial advancement to the field. Indeed, if such
method existed, we could first screen potentially inter-
acting SNPs using such method, and then restrict the
search for the other interacting factor (genetic or envir-
onmental) to these SNPs only, dramatically decreasing
the search space.
It has been suggested that analysis of equality and het-

erogeneity of variances of the trait between different
genotypes may become such a tool [6]. If a particular
genotype is interacting with some (yet unknown) factor,
it could modify the marginal mean (computed from the
model not including the interactor) of a trait of subjects
having this genotype, and it will also increase the mar-
ginal variance of the trait: in effect the distribution of
the trait in the group of subjects with interacting geno-
type will be described by a mixture of distributions with
different means, leading to increased variance of the
trait within this group. Figure 1 shows the distribution
of a hypothetical trait in a case of a binary factor inter-
acting with a SNP. The upper three plots show distribu-
tion of the trait for each genotype in case of presence of
the factor. Three plots in the middle show distribution
of the trait for each genotype in case of absence of the
factor. The lower three plots show distribution of the
trait for each genotype in case when the factor is
unknown and distinguishing of subjects by the factor is
impossible. Theses three plots are the mixture of the
distributions from upper plots for each genotypes
correspondingly.
In this work, we assume an underlying model, in

which the trait is generated based on knowledge of the
SNP genotype and the interacting factor, and using

fixed assumed model parameters. The analysis of var-
iances of the trait is based on SNP information only, as
the interacting factor is assumed to be unknown in such
analysis aimed to identify potentially interacting SNPs
without knowledge of an interacting variable. Using this
defined framework we first evaluate type I error of dif-
ferent variance heterogeneity tests using simulated data.
Second, assuming known interaction model involving
SNP and an interacting factor, we relate the power of
the variance heterogeneity test to the parameters of the
underlying model.

Underlying model of the trait
We assumed the following linear model:

y g F g Fi g i F i gF i i i~ ,   + + + +⋅  (1)

where yi is a value of the trait for ith individual, μ is
intercept, bg is effect of a SNP, bF is effect of an inter-
acting factor, bgF is effect of interaction between the
SNP and the factor, gi ~ B(ng, PB) is a SNP, which is
assumed to be binomialy distributed with ng = 2 (num-
ber of alleles in the genotype) and PB Î[0; 1] (frequency
of the interacting B allele). Below the notation AA, AB
and BB is used for indicating a genotype having zero,
one and two interacting alleles B correspondingly.

F Ni F F~ ( , )  2 is a factor, which is assumed to be nor-

mally distributed with mean μF and variance  F
2 . �i is

residual random error. Since many traits regularly are
not normally distributed we studied seven types of dis-
tribution of �i: normal distribution, t-distribution (with
df = 2, 5, 10) and c2 distributions (with df = 1, 5, 15). �i
was standardized to have zero mean and variance of
one. We assumed that the distributions of gi, Fi, and �i
are independent.
Without loss of generality we can assume that μ = μF =

0, and  F
2 = 1.

Homogeneity of variance tests
Bartlett’s test is defined as:
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group, where Ia=b is an indicator variable taking value
one if a = b and zero otherwise. yi is a value of the trait
for ith individual, gi is a SNP of ith individual,

y
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y Ij
j
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1 is mean value of the trait for group

j,  p j jj

k
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11 1= − −=
−∑ ( ) . Under a null hypothesis

of variance homogeneity, the value of the test, T2, is dis-

tributed as df k= −( )1
2 .

Bartlett ’s test with prior rank-transformation to
normality was done by applying Bartlett’s test to a
transformed trait. Rank-transformation to normality is
transformation (in absence of ties) that leaves the
same ranks but distribution becomes perfectly
normal.

Levene’s (Brown-Forsythe) test is defined as:
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Under a null hypothesis of variance homogeneity, the
value of the test, T2, is distributed as F with df1 = (k - 1)
and df2 = (N - k) degrees of freedom. In our case, where
N = 10,000, T2 is excellently approximated with

df k= −( )1
2 .

Figure 1 Distribution of hypothetical trait with expectation determined by genotype and its interaction with a binary trait. A, B, C:
distribution of the trait for genotypes AA, AB, BB, correspondingly in a case when the interacting factor is present. D, E, F: distribution of the
trait for genotypes AA, AB, BB, correspondingly in a case when the factor is absent. G, H, I: distribution of the trait for genotypes AA, AB, BB,
correspondingly in a case when factor is unknown. In this case the distributions present mixtures of upper two ones.
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The number of genotypes is at the most three, which
corresponds to genotypes AA, AB and BB. Thus, the
variance homogeneity test results to a test with two
degrees of freedom. We also considered three tests with
one degree of freedom that test variance of a particular
genotype against two others (AA vs. AB and BB, AB vs.
AA and BB, and BB vs. AA and AB). For those tests we
reduced trait’s distribution of each genotypes to zero
mean.

Simulations
To study Type I error, simulations were performed.
Effects of a factor and an interaction term were set to
zero (bF = bgF = 0). Interacting allele frequencies studied
were set to 5%, 10%, 25%, and 50%. For each fixed allelic
frequency, we set the effect of SNP, bg in order to
explain 0%, 1%, and 5% of the total variance of the trait.
Denoting this proportion as r2, the corresponding SNP
effect was computed as




g
B B

r

r P P
=

− −

2 2

21 2 1


( ) ( )
, (4)

where  
2 is variance of a residual error which was

assumed to be one. Thus, for each from one and two
degrees of freedom tests eighty four models were studied.
For each model point we simulated data for 10,000 indi-
viduals, and simulations were repeated 10, 000 times.
Under the alternative hypothesis, assuming normally

distributed residual error, we have developed an analyti-
cal expression for NCP (see subsection Power in section
Results). To check correctness of our analytical solu-
tions, we have studied several points from the model
space by simulations. The parameters studied were allele
frequency PB = {0.05, 0.5}, SNP effect bg = {0, 0.3}, and
effect of factor bF = {0, 1}.

Power of direct test for interactions
The difference in power between direct method and var-
iance homogeneity tests were also studied. Direct test
was defined as regression analysis when all variables,
including the interacting factor, are known and relation-
ships between dependent and independent variables are
estimated.
Power is a function of non-centrality parameter. Ana-

lytical expression for non-centrality parameter (NCP) of
test statistics to detect effect of interaction bgF by direct
test is

NCP N
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Where   gF B B F B FP P cov F g F P2 2 22 1 2= + ⋅ =( ) , ( , ) , is

covariance between F and g·F.

Results
Type I error
Figure 2 shows type I error rate obtained in our simula-
tion study for different variance homogeneity tests. Type
I error corresponds to the threshold a = 5% and inter-
acting allele frequency 10%. Plot A shows the results for
the model without SNP effect, whereas plot B represents
results for the model with SNP effect explaining 5% of
the total trait’s variance. Each column presents one dis-
tribution of residual error, each group of columns repre-
sents one variance homogeneity test. For both figures,
the interacting allele frequency PB = 10%.
From Figure 2, one can see that type I error of

Bartlett’s test grows with increase of asymmetry as well
as with heavier tails of distribution.
Bartlett’s test with prior rank transformation to nor-

mality has acceptable type I error 5% only in case of SNP
effect absence. Only type I error of Levene’s test does not
show dependence on model parameters. In case of SNP
effect presence, rank transformation to normality of a
trait which follows a non-normal distribution results to
perfectly normally distributed trait whereas distribution
of a trait for each genotype becomes distorted. Additional
file 1, Figure S1 shows distribution of a trait for each gen-
otype before and after transformation in case of SNP
effect presence, explaining 5% of total variance.
Results for type I error for other frequencies of inter-

acting allele are similar to those shown in Figure 2.
Additional file 2, Table S1, S2, and S3 present type I
error in case there is SNP effect explaining correspond-
ingly 0%, 1%, 5% of total traits’s variance. Each of these
tables present result for different interacting allele fre-
quency PB = 5%, 10%, 25%, and 50%
Results for type I error for one degree of freedom tests

are presented in the tables of Additional file 3, Addi-
tional file 4, and Additional file 5. The notable differ-
ence from two degrees of freedom test is that even in
absence of SNP effect Bartlett’s test with prior rank
transformation of a trait has increased type I error.

Power
We have derived an expression for dependence of trait’s
variances on model parameters for each genotype of a
SNP.
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where  AA
2 ,  AB

2 and  BB
2 are variances of trait’s dis-

tribution in each group of subjects having corresponding
genotype.
These expressions can be substituted to expression (2)

to obtain expected NCP. These formulas were validated
by simulations and results are shown in Additional file
1, Figure S2. The power to detect bgF by direct test does
not depend on effect of factor (F) as opposed to the
homogeneity test. Figure 3 shows dependence of non-
centrality parameter of variance homogeneity test on
effect of factor for different frequencies of interacting
allele PB = {0.05, 0.4, 0.6, 0.95} and different effects of
interaction: the top curve on each plot shows results for
interaction effect equals bgF = 1, the middle curve is for
bgF = 0.5, and the bottom curve is for bgF = 0.1.
One can see that non-centrality parameter grows with

increasing of interaction effect and minor allele fre-
quency. The dependence is not monotonic and there

are certain optimal effects of the factor  F
opt , where the

power to detect variance heterogeneity is maximum and
minimum.
The plots for such dependence but for one degree of

freedom tests are similar. They are shown in Additional
file 1, Figures S3, S4 and S5.
It is of interest to note that NCP curves at comple-

mentary PB (say 0.05 and 0.95) may look like mirror
images at first glance: however, this symmetry is not
complete. Asymmetry between plots for complementary
frequencies can be explained by taking into account that

heterogeneity of variances for a case P P PB B B
2 2 1<< −( ) ,

when genotype BB can be neglected, is determined
mostly by:
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whereas in an opposite case, when genotype AA is
neglected, heterogeneity of variances is determined by
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The optimal effect of factor in the first case is given
by
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Similarly, in second case,


  


F ABvsBB
opt

gF gF
F

, =
− ± +3 4

2

2
2

2


(7)

Figure 4 shows analytical curves of dependence of
power to detect interaction on effect of interaction for
direct and variance homogeneity tests. Light curves

Figure 2 Type I error at the threshold corresponding to a = 5% for interacting allele frequency 10%. A: SNP effect is absent, B: SNP
effect explains 5% of total trait’s variance.
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present power of direct test, darker curve - upper limit
of power of variance homogeneity test.
Such a dependence but for threshold corresponding to

a = 5·10-8 and a = 0.01 is shown in Additional file 1,
Figure S6.
Table 1 presents power of variance homogeneity test

under optimal effect of factor when power of direct test
is 80%. Each column presents allele frequency of inter-
acting allele (0.05, 0.4, 0.6, 0.95), and each row presents
threshold a (0.05, 0.01, 5·10-8).

Performance of proposed method on real data
In order to measure the performance of the proposed
method using clinical data, we applied Levene’s variance

homogeneity test on genome wide data for C-reactive pro-
tein (CRP), an inflammatory marker in the Rotterdam Study.
The Rotterdam Study (RS) [7] is a prospective cohort

study that started in 1990 in Ommoord, a suburb of
Rotterdam, and consists of 10,994 men and women aged
55 and over. The main objectives of the Rotterdam
Study are to investigate prevalence, incidence and risk
factors for cardiovascular, neurological, locomotor, and
ophthalmologic diseases in the elderly. In the Rotterdam
Study, genome-wide SNP genotyping was performed
using Infinium II assay on the HumanHap550 Genotyp-
ing BeadChips (Illumina Inc., San Diego, CA, USA). In
the present work, we used 5959 participants for whom
genome wide and CRP data were available. Prior of

Figure 3 Dependence of non-centrality parameter of variance homogeneity test on main effect of a factor. The top curve on each plot
shows results for interaction effect bgF = 1, the middle curve is for bgF = 0.5, and the bottom curve is for bgF = 0.1. Each subplot shows
different frequency of interacting allele. (A - 0.05, B - 0.4, C - 0.6, D - 0.95).
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applying the variance homogeneity test logarithmic
transformation of CRP was performed. Genotypes from
the selected SNP were tested separately. Additional file
1, figure S7 shows genome-wide log(p-value) plot and
Q-Q plots respectively. Results show that no SNPs
reached genome-wide significance level. The lowest pva-
lue = 4.77-06 corresponded to SNP rs2399332 which is
located on chromosome 3.
In the work of Guillaume Pare et al [6] Levene’s test

was applied to study CRP on a sample size of 21, 799
women, and results showed a significant SNP
rs12753193 located on chromosome 1 showed the low-
est pvalue = 1.6-29. We tested the same SNP in Rotter-
dam Study and found a pvalue of 0.011, with minor allele
frequency of 0.385 for the risk-allele “G”. The trait var-
iances (and sample size) for genotypes AA (n = 2098),
AG (n = 2643), and GG (n = 808) were 1.04, 1.10, and
1.18 respectively. Similarly to the work [6] genotype GG
has the largest variance. From this result, we validated

the genetic variant rs12753193 in the Rotterdam Study
population.

Discussion
Assuming that a genotype interacts with some factor in
determination of a trait’s value, it is expected that the
trait’s variance is increased in the group of subjects hav-
ing this genotype. Thus, test of heterogeneity of variances
can be proposed as a test to screen for potentially inter-
acting SNPs. In this work, we evaluated type I error and
power of variance heterogeneity analysis in respect to the
detection of potentially interacting SNPs under the sce-
nario when an interaction variable is unknown.
Three different tests of variance homogeneity were

chosen in order to investigate their type I error perfor-
mance. They are Bartlett’s, Bartlett’s with prior rank-
transformation to normality of a trait and Levene’s
(Brown-Forsythe) tests. Not surprisingly, our results
were in agreement with what is known from standard
statistical theory [8-11]: it is known that for Bartlett’s
departure of the distribution of analyzed trait from nor-
mality (e.g. skewness or heavy tails) lead to increased
type I error and Levene’s test has better performance
under these conditions. Interestingly, we have found
that Bartlett’s test has increased type I error even when
the distribution of the trait is forced to be perfectly nor-
mal by application of rank transformation to normality
in the case when the original pre-transformed distribu-
tion was non-normal, and direct effect of the SNP is

Figure 4 Dependence of power to detect interaction (left plot) with threshold corresponding to a = 0.05 and non-centrality
parameter (right plot) on effect of interaction. Thin curve on each subplot corresponds to direct test, bold curve corresponds to upper limit
of variance homogeneity test. Each subplot corresponds to different frequency of interacting allele (A - 0.05, B - 0.4, C - 0.6, D - 0.95).

Table 1 Power of variance homogeneity test under
optimal effect of factor when power of direct test is 80%.

5% 40% 60% 95%

0.05 0.414 0.409 0.409 0.414

0.01 0.342 0.334 0.334 0.342

5·10-8 0.125 0.107 0.107 0.125

Each column presents allele frequency of interacting allele, each row presents
threshold a.

Struchalin et al. BMC Genetics 2010, 11:92
http://www.biomedcentral.com/1471-2156/11/92

Page 7 of 10



present. These results, which may seem surprising at
first, may be easily explained: three non-normal distribu-
tions with the same variance but different means after
transformation translate to still not normal distributions
with different variances. An illustrative example is pro-
vided in Additional file 1, Figure S1.
We showed that even if a large interaction effect is

present, the power of the “screening” variance heteroge-
neity test depends strongly on the main effect of the
interacting factor and may be quite limited. This results
may at first seem surprising and contra-intuitive. To
help better understanding of this phenomenon, here we
provide a simple example of situation when there is an
interaction effect, but the variances for all genotypes are
equal, thus the variance test has no power. Consider
binary factor F Î {-1, 1} with effect on the trait - in
accordance to our previous notation - equal to bF , and
frequency of “1” denoted as f (thus frequency of “-1” is
1 - f). Let genotype in question to be “dominant” and
coded as g Î {0, 1, 1} for genotypes {AA, AB, BB},
respectively. Let mean μ = 0; for simplicity, at first, let
us assume that the main effect of genotype is bg = 0.
Let us denote the effect of genotype by factor interac-

tion as bgF . Let the residual variance is  
2 . In this

case, the conditional expectations of the trait for the
genotype “0” are E(y|g = 0, F = -1) = -bF (when the
value of factor is -1) and E(y|g = 0, F = 1) = bF . For
genotype “1”, the expectations are E(y|g = 1, F = -1) =
-bF - bgF and E(y|g = 1, F = 1) = bF + bgF . It is easy to
see that the conditional variance of the trait in genotype

g = 0 is simply Var y g f fF( | ) ( )= = + −0 4 12 2  , while

the variance of the trait in other genotype is

Var y g f fF gF( | ) ( ) ( )= = + + −1 4 12 2   . The condi-

tional variances of the two genotypes are equal when
either of two conditions is met: bgF = 0 (absence of
interaction) or bF = -bgF/2. Taking a simple example
with f = 1/2 it is straightforward to see how the variance
could be the same while interaction effect is present.
Interestingly, if f ≠ 1/2 and bF = -bgF/2, the conditional
variances Var(y|g = 0) = Var(y|g = 1), but conditional
expectations E(y|g = 0) ≠ E(y|g = 1), so the interaction
will translate into marginal SNP effect in the absence of
the main effect (we assumed that bg = 0). As bF deviates
from -bgF/2 in any direction, the conditional variance
Var(y|g = 1) will increase while Var(y|g = 0) will stay
the same. With |bF | ® ∞, Var(y|g = 1) ® Var(y|g = 0).
This explains the non-monotonic, M-shaped depen-
dency of the non-centrality parameter of variance test
on the main effect of the interaction variable demon-
strated in Figure 2.
While in this work we consider a model assuming a

SNP having additive effect and following Hardy-

Weinberg distribution and an interaction factor follow-
ing normal distribution, the same principal result - non-
monotonic dependence of the power of variance test on
the main effect of interacting variable - should hold for
other models and other types of interacting factor (e.g.
binary, as we show above, or three-level, such as other
SNPs); also, a deviation from HWE will not affect our
major conclusions.
Our analysis of power was performed using Bartlett’s

test. Bartlett’s has highest power in case of normally dis-
tributed trait, but is not robust to non-normality in trait
distribution. Levene’s test has better performance under
deviations from normality, but has lower power com-
pared to Bartlett’s test. Therefore our principal findings
will not change whether Bartlett’s or Levene’s test is
used: particular figures provided estimate maximal
power, but the relation of the power to the underlying
model parameters will be the same for both tests.
We considered testing for heterogeneity of variances

as a screening tool for potentially interacting SNPs in
the context of population-based design. It has been pro-
posed that this testing can be more effectively done in
the context of monozygotic twins or migrant studies [4].
While these designs may indeed be more powerful com-
pared to population-based design, the same relation
between power of variance heterogeneity test and the
underlying model parameters is to be expected in these
designs as well.
Thus, for a wide range of designs, models and test

used, we can conclude that that absence of significant
heterogeneity of variances can not be interpreted as
absence of strong interaction because the power of the
variance test depends much on the main effect of the
(unobserved) interacting factor.
It is interesting to consider whether presence of signif-

icant variance heterogeneity tells us that a SNP indeed
interacts with some factor. First of all, variance hetero-
geneity will be detected for a SNP having main effect
when the distribution of the trait is heteroscedastic, i.e.
the variance increases with the mean - a situation rather
common in biology. This suggests that prior test for
heteroscedasity should be performed before running var-
iance heterogeneity as an “interaction screening” test.
Another - biological - possibility is that a genotype
indeed affects the variance of the trait without any spe-
cific interaction. We can speculate that there may be
genotypes which affect the stability of development or
homeostasis, leading to wider trait’s variance.
Detection of a variance homogeneity for a given SNP

does not necessary indicate that a single factor is interact-
ing with a studied SNP. Moreover, it can suggest the pre-
sence of a complex network with many other SNPs and
factors involved. The variance heterogeneity test may be
especially effective to detect such SNPs - in case of
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multiple interacting factors it is very unlikely that the
cumulative effects of the interacting factor will fall into the
point at which the power of the variance test is minimal.
Further dissection of the SNPs demonstrating strong

heterogeneity of variances may be a challenging task,
requiring the search of the interactors through phe-
nomic screening. Straightforward testing whether the
identified interactor does explain heterogeneity of var-
iances can be easily performed by using the variance
homogeneity test on the residuals from the regression
involving identified factor.
A number of genetic interaction models may lead to

variance heterogeneity. These are straightforward inter-
action models as discussed above, when an environmen-
tal of other genetic factor changes the expectation of the
trait value in the concert with the SNP studied. Other
interesting model, leading to specific increase of the var-
iance of the heterozygous genotype, is parent-of-origin
model, when the expectation of the trait in heterozygous
individuals (AB) depends on whether allele A was trans-
mitted from father or from mother.
We showed that when one interacting factor is con-

sidered, the power of direct test, exploiting the knowl-
edge of the interacting factor, is always greater then the
power of the variance heterogeneity test. An interesting
scenario in which the power of variance heterogeneity
test may be greater than the power of direct test occurs
when multiple interacting factors induce variance het-
erogeneity, in which case the power of identification any
single of them (or all together) may be - due to small
effects associated with particular interacting factor and
with increased number of degrees of freedom - lower
then the power of variance heterogeneity test.
In present GWAS, association between a SNP and a trait

is studied by detecting difference between mean values of
the genotypes for a given SNP. We conclude that screen-
ing for differences in variances is a promising approach as
a number of biologically interesting models may lead to
the heterogeneity of variances. However, it should be
clearly considered that absence of variance heterogeneity
for a SNP can not be interpreted as absence of involve-
ment of the SNP into interactions network, while the pre-
sence of significant heterogeneity may be explained not
only by plain interaction with some factor, but also by
other biological mechanisms and statistical artifacts.

Conclusion
The method have been proposed for genome wide
search of interaction between a SNP and a factor. The
method is based on testing of variance homogeneity of a
trait distributions in genotypes in which no knowledge
of a factor is present. We have investigated type I error
and power of three variance homogeneity tests (i.e. Bar-
tlett’s, Bartlett’s with prior rank transformation of a trait

to normality, and Levene’s). Under variation of model
parameters and distribution of residual errors only
Levene’s test kept acceptable type I error. We have
obtained an analytical expression for power to detect
interaction of direct test and variance homogeneity test.
We also showed that the power of variance homogeneity
test has lower power comparing to direct test under any
model parameters when a single interacting variable is
considered. As opposed to direct test, power of variance
homogeneity test depends on the main effect of a factor.
This dependency is non monotonic and for a given fac-
tor effect and it has its own maximums and minimums.
By replicating the results of previous study [6], we
demonstrate that application of the method can lead to
biologically interesting, reproducible results.

Additional Files
Additional file 1 presents supplementary figures. Addi-
tional files 2, 3 and 4 present type I error for three
investigated variance homogeneity tests (Bartlett’s, Bar-
tlett’s with prior rank transformation of a trait to nor-
mality, and Levene’s tests) and for seven types of
distribution of residual errors (normally distributed,
three types of t distribution and three types of c2 distri-
bution with different degrees of freedom). The data is
presented for a model which determine a trait where is
effect of SNP presented which explains 0%, 1%, and 5%
of total trait’s variance.

Additional material

Additional file 1: Supplementary figures. The file contains the
following figures: Figure S1: Distribution of a trait for each genotypic
groups and for all groups together before transformation to normality of
a trait and after transformation. Figure S2: Dependence of power on
interaction effect for direct test and different variance homogeneity tests.
Figure S3: Dependence of non-centrality parameter of variance
homogeneity test on effect of a factor for a case when group AA is
tested against AB and BB. Figure S4: Dependence of non-centrality
parameter of variance homogeneity test on effect of a factor for a case
when group AB is tested against AA and BB. Figure S5: Dependence of
non-centrality parameter of variance homogeneity test on effect of a
factor for a case when group BB is tested against AA and AB. Figure S6:
Dependence of power of variance homogeneity test on interaction
effect for threshold a corresponding to 5·10-8 and 0.01. Figure S7:
Genome-wide -log10(pvalue) and Q-Q plot for Levene’s variance
homogeneity test applied for the Rotterdam Study.

Additional file 2: Type I error for a case when all three genotypes
are tested against each other. Type I error for variance homogeneity
tests when there is effect of SNP which explains 0%, 1%, and 5% of total
trait’s variance for different frequency of interacting allele (5%, 10%, 25%
and 50%) and for different distribution of residual error (normal, three
types of t and chi square distribution).

Additional file 3: Type I error for a case when genotype AA is
tested against AB and BB. Type I error for 1df variance homogeneity
tests when AA is tested against AB and BB when there is effect of SNP
which explains 0%, 1%, and 5% of total trait’s variance for different
frequency of interacting allele (5%, 10%, 25% and 50%) and for different
distribution of residual error (normal, three types of t and chi square
distribution).
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Additional file 4: Type I error for a case when genotype AB is
tested against AA and BB. Type I error for 1df variance homogeneity
tests when AB is tested against AA and BB when there is effect of SNP
which explains 0%, 1%, and 5% of total trait’s variance for different
frequency of interacting allele (5%, 10%, 25% and 50%) and for different
distribution of residual error (normal, three types of t and chi square
distribution).

Additional file 5: Type I error for a case when genotype BB is
tested against AB and AA. Type I error for 1df variance homogeneity
tests when BB is tested against AA and AB when there is effect of SNP
which explains 0%, 1%, and 5% of total trait’s variance for different
frequency of interacting allele (5%, 10%, 25% and 50%) and for different
distribution of residual error (normal, three types of t and chi square
distribution).
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